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Workflows can represent a way to define portable and re-usable analyses 
(targeting FAIR principles)

Large-scale climate analysis

Complexity of the analysis leads to the need for end-to-end workflow support

o Typical approaches (mostly based on bash-like scripts) requires climate scientists to 
take care of implement and replicate workflow-like control logic

o Analyses can require the execution of tens/hundreds of analytics operators

o Efficient orchestration of the tasks is critical

o Parallelism must be handled both at intra-task and inter-task level

o Task failure should also be considered
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Analytics workflows

C. Palazzo, A. Mariello, S. Fiore, A. D’Anca, D. Elia, D. N. Williams, G. Aloisio, “A Workflow-Enabled Big Data Analytics Software Stack for eScience”, 
HPCS 2015, pp. 545-552

Ophidia supports the execution of complex workflows of operators.

o Defines a JSON representation for the workflow DAG specification

o Supports different constructs: dependencies; massive tasks; iterative (group of) tasks; 
parallel (group of) tasks; flow and error control



Ophidia architecture: front-end layer

The Ophidia Server is the multi-interface
server front-end: OGC-WPS, WS-I

Manages user authN/authZ, sessions 
and enables server-side computation

Handles single task and workflows
execution and monitors their execution on 
the server side

Remote interactions with: 
• the Ophidia terminal CLI
• PyOphidia Python API
• WPS clients



Ophidia Terminal
The Ophidia Terminal, a CLI bash-like client for the Ophidia HPDA Framework:

o Executing interactive data analytics sessions;
o Submit batch data analytics tasks of workflows;

o Experiment and operators debugging;
o File system exploration and environment management.

[11..4495] >> oph_list level=2;
[Request]:
operator=oph_list;path=;level=2;sessionid=http://127.0.0.1/ophidia/sessions/1112
38695229505952271558621818154495/experiment;exec_mode=sync;cdd=/;

[JobID]:
http://127.0.0.1/ophidia/sessions/111238695229505952271558621818154495/experiment?2#45

[Response]:
Ophidia Filesystem: /
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯
+===+=====================+============================================+=============+
| T | PATH                | DATACUBE PID                               | DESCRIPTION |
+===+=====================+============================================+=============+
| f | testFolder/ |                                            |             |
|---|---------------------|--------------------------------------------|-------------|
| c | test | http://127.0.0.1/ophidia/2917/374976 |             |
+===+=====================+============================================+=============+



The Ophidia Server
The workflow management system 
(WMS) is a core component of the 
Ophidia Server: 

• manages user request

• formats the commands for the 
analytics framework

• handles task dependencies and 
execution flow

• submits the tasks to the 
resource manager

• manages task status updates

• provides the proper response 
messages

C. Palazzo, A. Mariello, S. Fiore, A. D’Anca, D. Elia, D. N. Williams, G. Aloisio, “A Workflow-Enabled Big Data Analytics Software Stack for 
eScience”, HPCS 2015, pp. 545-552
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Analytics Workflow Schema

Ophidia workflows schema:

o based on JSON representation for requests/responses

o defines application-level semantic and syntactic rules

o models scientific computations as DAG

Main supported abstractions:

o Shared properties

o Flow/data dependencies

o Simple/massive tasks

o Iterative (group of) tasks

o Parallel (group of) tasks

o Flow and error control

o Interleaving and interactive tasks



Behind the scene: workflow JSON representation



Behind the scene: workflow JSON representation



Behind the scene: workflow JSON representation



Workflow status monitoring 



Workflow submission



Workflow submission



Workflow submission



Analytics workflows constructs



Iterative Interface

Workflow iterative interface documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_for.html

AT RUNTIMEAT DEFINITION TIME
Allows to repeat the execution of a block of 
workflow tasks over different input data or 
over the result of the previous iteration.

Selection interface operators:

o OPH_FOR

o OPH_ENDFOR

The statement can be used in nested fashion

http://ophidia.cmcc.it/documentation/users/workflow/workflow_for.html


Parallel Interface

Workflow parallel interface documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_for.html#parallel-interface

AT RUNTIME

AT DEFINITION TIMEExtension of the OPH_FOR interface for parallel 
(concurrent) execution of the loop iterations.

http://ophidia.cmcc.it/documentation/users/workflow/workflow_for.html


Selection Interface

Enables the workflow manager to 
dynamically execute a block of 
tasks based on boolean conditions 
evaluated at run-time.

Selection interface operators:

o OPH_IF

o OPH_ELSEIF

o OPH_ELSE

o OPH_ENDIF

AT RUNTIME

AT DEFINITION TIME

Workflow selection interface documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_if.html

http://ophidia.cmcc.it/documentation/users/workflow/workflow_if.html


Workflow error handling

In case of very large workflow executions errors in 
one of more tasks are likely.

Supported behaviours in case of task failure:

o break: the workflow is interrupted

o skip: the task is skipped and execution continues 
on the descendant tasks

o continue: the task and all depending task will be 
ignored, while other task will be executed

o repeat N: the task is re-executed N times

DEFINED AT TASK LEVEL (precedence)

DEFINED AT GLOBAL WORKFLOW 
LEVEL

Workflow error handling documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_advanced.html#handling-task-errors

http://ophidia.cmcc.it/documentation/users/workflow/workflow_advanced.html


Efficient support for advanced analytics experiments
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Workflow example I: climate indicators processing

!

SST (monthly) mean, anomaly, climatological mean

o Dataset time range: 1991-2010
o 7062 nc files
o 350GB of input data
o 87 tasks performed
o 12x51MB + 2x12GB of output files

A. D’Anca, et al., “On the Use of In-memory Analytics Workflows to Compute eScience Indicators from Large Climate Datasets,” 2017 
17th IEEE/ACM Int. Symposium on Cluster, Cloud and Grid Computing (CCGRID), pp. 1035-1043



Workflow example II: climate indicators processing

Snow on/off – Length of snow season
(single workflow for 3 indicators)

o Dataset time range: 1979-2012
o 6341 nc files
o 50 GB of input data
o 599 tasks performed
o 99 NetCDF output files (6MB each)
o 21 tasks in the exp. description

!



Workflow example III: Multi-model experiment design
Precipitation Trend Analysis use case implemented as an Ophidia workflow

S. Fiore, et al., “Distributed and cloud-based multi-model analytics experiments on large volumes of climate change data in the earth system grid
federation eco-system”. In Big Data (Big Data), 2016 IEEE Int. Conference on. IEEE, 2016. pp. 2911-2918
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Single model precipitation trend analysis



Workflow example III: Multi-model experiment design
Precipitation Trend Analysis use case implemented as an Ophidia workflow

S. Fiore, et al., “Distributed and cloud-based multi-model analytics experiments on large volumes of climate change data in the earth system grid
federation eco-system”. In Big Data (Big Data), 2016 IEEE Int. Conference on. IEEE, 2016. pp. 2911-2918

Single model precipitation trend analysis

Multi-model 
statistical 
analysis



Multi-model experiment input data



Multi-model experiment implementation & execution
JSON implementation of the workflow



Multi-model experiment implementation & execution
JSON implementation of the workflow



Two approaches for the implementation

Approach Mode Library Code ExecTime

Workflow SS - SI* Batch Ophida WF JSON ~170s (1.35x)

Notebook SS - MI* Interactive PyOphidia Python ~230s
*SS: Server Side; SI: Single Interaction, MI: Multiple Interactions

Single 
model 

analysis

Multi-model 
statistical 
analysis



What have we learned so far?

Complex climate data analysis requires workflow support

The Ophidia HPDA framework provides workflow management features:

§ Target large-scale analysis and parallel execution of tasks

§ Support for different constructs and workflow resiliency

§ Integrated job orchestration, management and monitoring features

Real case studies can be effectively modeled as (complex) workflows composed of
hundreds of tasks

Next: Demo and hands-on of Ophidia workflows
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Thank you!

Questions?

More about Ophidia?
Ophidia website: http://ophidia.cmcc.it

GitHub repo: https://github.com/OphidiaBigData
Contact: ophidia-info [at] cmcc.it

Twitter channel: https://twitter.com/OphidiaBigData

http://ophidia.cmcc.it/
https://github.com/OphidiaBigData
https://twitter.com/OphidiaBigData

